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Abstract

This paper presents a technique for eliminating the disk bottleneck in large Web
Caches. Our approach objective is twofold. First, the presented algorithm substantially
decreases disk activity during peak server load. Second, it maintains the hit ratio at
the level of traditional caching policies. We evaluate the performance of the algorithm
using trace driven simulations based on access logs from several top-level Web caches.

1 The Problem

Caching servers orcaching proxiesare now standard tools for handling the exponential
growth of the Web traffic. Individual caching proxies can boost their performance by
joining cachehierarchies. Several large hierarchies orcache meshesare currently oper-
ational [1, 2].

In a cache mesh, intermediate servers have to serve data to all proxies they cooperate with.
To be effective, an intermediate cache server must handle gigabytes of traffic per day and
maintain a large storage of cached documents. The traffic volume is rapidly increasing with
the Web growth and as new servers join the hierarchy. Due to the system overhead, it may
take about four disk I/Os to cache or retrieve a single document. It is no surprise that the
disk subsystem becomes a serious bottleneck in a large caching proxy [3, 4].

In the nearest future, multimedia data such as audio and video clips are expected to become
a major part of the Internet traffic. Caching proxies could be naturally used for caching and
smoothingthe delivery of delay-sensitive media. This new media, along with the Web traf-
fic growth, will increase the burden on caching proxies, especially on their disk subsystem.

Current caching schemes rely on algorithms originally designed forin-memorycaches in
database and file systems [5, 6]. Thus, traditional algorithms ignore performance problems
associated with maintaining largedisk-residentarchives of cached documents.

This paper demonstrates that traditional caching algorithms create excessive load on a
caching server and do not scale with the increase in the volume of the Web traffic. We
present a new caching algorithm designed to minimize I/O activity on a server while main-
taining the hit ratio at the level of traditional algorithms.
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2 Traditional Approach

Many Web caching algorithms have been proposed. Most algorithms adopt techniques
found in database and file systems [5, 6]. A few recent studies take the specifics of the
Web traffic into account [7]. All existing algorithms optimize the hit ratio and ignore I/O
activity.

A common pattern among traditional algorithms is to storeeveryincoming cachable docu-
ment while purging the previously cached ones to free disk space. Thus, there is a persistent
flow of data to the disk-resident cache. Clearly, the volume of disk traffic is proportional to
the Web traffic. That is, when the number of requests to a caching proxy increases, so does
the number of documents written to the disk cache. Disk queues grow exponentially and
so does disk response time [4]. This results in an I/O bottleneck system.

The I/O bottleneck leads to the performance degradation of the entire caching proxy. When
the disk subsystem cannot handle incoming requests, the response time of a single request
increases. A longer response time means more concurrent requests in the system. The
latter leads to shortages in buffer memory, CPU slices, file descriptors, etc. As the queuing
theory suggests, these resource shortages increaseexponentiallywhen the server load is
high. Thus, the performance problems are most severe during the peak server load.

To compensate for the increase in the load during peak hours, the system must have exces-
sive disk, memory, and CPU resources. These resources are not utilized for the rest of the
time.

3 Proposed Algorithm

This section presents an algorithm designed to eliminate the I/O bottleneck in large caching
proxies. Our design objective is twofold. First, we want to substantially decrease disk
activity during peak server load. Second, we want to maintain the hit ratio at the level of
other caching algorithms.

The traditional approach is to writeeverynew cachable document to disk. In a large hier-
archy, the majority of Web documents are requested from an intermediate caching proxy
only once. Thus, these documents are written to the disk but are never read back. If we
could predict future requests, we would never write such documents and would drastically
reduce disk activity.

A precise prediction of the Web traffic is, of course, not feasible. However, our analysis
shows that most documents requested today were requested in the past as well. Thus, by
maintaining anactive setof previously requested documents, we could “predict” the future
traffic. We can rebuild the active set only once per day when the server load is negligible.
We proposeStatic Caching algorithm that works as follows.
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� Once per day, when the server load is negligible, scan thelog fileof a caching proxy
to determine a set of URLs (names) of previously accessed documents.

� Form an active set by selecting URLs of mostvaluabledocuments among those
scanned in the first step. A value of a document is determined by its contribution
towards the total number of hits weighted by the document size. Such a value would
guarantee an optimal hit ratio if the future traffic matches the past precisely.

� If a document from the active set is not currently cached, then it can be either
prefetched when the active set is formed or fetched during the first corresponding
request. We assume the first scenario.

� During the day, the active set of URLs remains unchanged orstatic. A request to a
cached document from the set produces ahit. A request to a document outside of the
active set gives amiss.

Static Caching shifts all major disk and CPU activities from peak load hours to the
time when a caching proxy is idle. During the day, the disk activity is triggered byhitsand
updatesof active documents only. The former are essential to maintain a high hit ratio. The
latter are rare and have negligible impact. Thus, there is no excessive disk activity during
peak load.

As a side effect, the CPU load is minimal during peak hours. A single hash table lookup
is required to process a request. No work on maintaining the hash table or any other meta
data is required. A single hash table is all that has to be stored in memory buffer. Thus,
memory requirements are also minimal. Other benefits of the approach include a potential
for exchange of active sets among cooperative caching proxies to optimize the cooperation
and for compression of cached documents.

4 Performance Analysis

Using trace driven simulations, we have compared the performance of theStatic algo-
rithm with theLRU-TH algorithm [8]. LRU-TH and its variations are traditionally used
in caching proxies [9, 3]. Due to cache sizes exceeding daily traffic volume, many other
known algorithms will mimic the behavior ofLRU-TH. In our previous work withprimary
Web servers, we observed a similar performance of many algorithms on large caches [10].

We used traces from sixroot servers of a large cache hierarchy maintained by a National
Laboratory for Applied Network Research [1]. Traces were produced by the Squid caching
proxy, a freeware successor of Harvest [9]. Squid is currently the best freeware proxy
accounting for about 70% of all European caches [11]. Traces’ duration was about two
months. Each server studied has distinct traffic patterns. For example, theSV server han-
dled mostly international traffic and processed more than 6 GB per day (more than 600,000
requests). On the other hand, theLJ server had an open access list and processed almost 2
GB per day (about 150,000 requests). NLANR servers had 6-8GB allocated for disk cache.
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For each URL request, Squid logs the time of the request, the URL, the size of the docu-
ment, and the performed action [1]. The last modification date of a document is not logged,
but updates can be usually detected by analyzing the action field. Furthermore, for every
request, we compared the size of the requested file with the one cached by an algorithm. A
change in the file size indicates a modification and results in a “miss”.
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Figure 1:Static vs. LRU-TH onSVandLJ servers

Figure 1 compares the performance of theStatic algorithm with theLRU-TH algorithm
on theSV andLJ servers. Performance on other servers studied is similar.LRU-TH is
shown with thebestthreshold for each cache size. Solid lines show an upper bound on
Static performance in a hypothetical case when the future is 100% predictable (i.e., we
know whatold URLs will be accessed again; there are stillnewURLs that can be cached
by LRUbut cannot be cached byStatic ).

Clearly, elimination of excessive I/O load byStatic did not sacrifice the hit ratio. We
also measured the number of disk I/Os produced by the algorithms.Static consistently
reduced daily disk traffic by about 35%. The savings would become even bigger when only
peak load is considered. Such a reduction would eliminate disk bottleneck in a real proxy
environment.

5 Conclusions and Future Work

The expansion of the Web and increasing presence of multimedia information result in the
I/O bottleneck on caching proxies. Traditional caching algorithms ignore the performance
of the I/O subsystem and do not scale with the increase in traffic volume and intensity.
We have presented theStatic Caching algorithm which focuses on saving disk band-
width. Static Caching eliminates the I/O bottleneck while preserving a high hit ratio.
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Currently, we are investigating the application ofStatic algorithm toleaf proxy caches
installed in large universities and corporations. Leaf caches handle moredynamictraffic
than intermediate caching proxies. An interestingsymbiosisof the Static algorithm
and a traditional dynamic caching policy may be needed to maintain a high hit ratio with
minimum resource requirements.
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